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Abstract
The aim of this thesis is to reconsider the widely accepted view which treats phrasal idioms as non-compositional units, and to present and discuss various arguments proposed by different linguists to argue in favor of structural compositionality of these expressions. More specifically, I will focus on passive constructions of phrasal idioms and address the issues concerning the existence of both passivizable and non-passivizable idioms. I will show that this disunity can be accounted for in a manner fully consistent with the compositional view.

In Chapter 1, I offer a short introduction to the problematics that I will be dealing with, together with an outline of the thesis. In Chapter 2, I briefly summarize the main ideas behind the principle of compositionality and its significance in linguistics, as well as how the concept relates to idiomatic structures. Chapter 3 is concerned with idiomatic expressions in relation to passivization. Nunberg et al.’s (1994) influential paper which distinguishes compositional and non-compositional idioms according to meaning distribution and evidence against this view are discussed in detail. The chapter also offers an overview of structures commonly found under the term “idiomatic expression”, together with their specific properties, which will help to distinguish them from one another, although clear-cut distinction is not always possible. In Chapter 4 I discuss the issues of idiom compositionality and passivizibility in the framework of Distributed Morphology as introduced by Halle and Marantz and later developed in Harley (2014) which will offer a possible perspective on compositionality and the position of idioms among other linguistic units. It will be shown that meaning of idioms arises in the same way as it does in any other item in language and that varying passivizability can be accounted for compositionally. My own analyses of selected idioms will be presented in Chapter 5 where Nunberg et al.’s claims will be contrasted with DM. Chapter 6 concludes with a short final discussion and suggestions for further research.
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Anotace
Cílem této práce je přehodnotit široce přijímaný pohled na idiomy, podle něhož jsou tyto výrazy nekompozičními celky, a předložit a okomentovat rozličné argumenty představené několika lingvisty s cílem ukázat, že idiomy jsou ve skutečnosti kompozičními strukturami. Konkrétně se zaměřuji na pasivní konstrukce frázových idiomů, a na problémy týkající se souběžného výskytu idiomů, u nichž je tato konstrukce možná, a těch, které naopak pasivum nepovolují. Ukazuji, že tuto nejednotnost lze vysvětlit způsobem plně konzistentním s principem kompozicionality.

Kapitola 1 nabízí krátký úvod do probírané problematiky spolu s plánovaným rozvržením této práce. V kapitole 2 stručně shrnuji hlavní myšlenky principu kompozicionality, jeho význam v oblasti lingvistiky a způsob, jakým se tento koncept vztahuje k idiomatickým strukturám. Kapitola 3 se zabývá vztahem mezi idiomatickými frázemi a tvorbou pasivních konstrukcí. Výchozím bodem je vlivná studie na toto téma provedená kolektivem Nunberg et al. (1994), jež klasifikuje idiomy podle distribuce jejich významu a rozlišuje je na kompoziční a nekompoziční. Diskuze je doplněna o argumenty vyvracející tuto hypotézu. Součástí kapitoly je také přehled několika skupin konstrukcí, jež je často možné nalézt pod označením “idiom”, spolu s přehledem jejich specifických vlastností. Tento přehled napomůže odlišit od sebe jednotlivé druhy těchto vzájemně více či méně příbuzných výrazů, ačkoliv jednoznačné zařazení není vždy možné a názory na to, jaké fráze lze mezi idiomy řadit, mají tendenci se lišit. V kapitole 4 se věnuji problému kompozicionality a pasivizovatelnosti idiomů v rámci distributivní morfologie představené Hallem a Marantzem a později rozpracované Harleyovou (2014). Zkoumání problematiky v tomto modelu nabídne další možnou perspektivu při výzkumu kompozicionality a postavení idiomů mezi ostatními jazykovými jednotkami. Ukáži, že sémantika je u idiomů tvořena stejným způsobem jako u jakékoliv jiné fráze či jazykové jednotky a že nejednotnou pasivizaci lze vysvětlit kompozičně. Má vlastní analýza vybraných idiomů je představena v kapitole 5, kde jsou Nunbergova tvrzení srovnána s postupy distributivní morfologie. Kapitola 6 shrnuje a uzavírá předešlou diskuzi a navrhuje další směry výzkumu.
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Introduction
Idioms have always been at the center of attention among linguists because of the apparent uniqueness and peculiarities—of both a semantic and syntactic character—that they exhibit and that seem to distinguish them from other expressions. Idioms certainly appear special when contrasted with a number of expressions we encounter in language. Their seeming semantic unity, opaqueness of their meaning and certain limitations on their syntactic flexibility, among others, make idioms a phenomenon with plentiful research opportunities as some form of explanation is needed to account for their unusual properties. For these same reasons, however, idioms have often been classified as being in direct conflict with the principle of compositionality. While the label of non-compositionality typically targets mainly the fact that what is understood as a literal meaning of the idiom components is insufficient for obtaining the idiomatic interpretation, it also frequently manages to cloud the limited, yet existent syntactic flexibility which idioms demonstrate. Implications repeatedly arise that idioms are to be treated as single units—suggesting a lack of internal structure—yet counterexamples to this assertion are not difficult to find, as I show in Chapter 3. While overlooking the syntactic flexibility of idioms forms a significant portion of the misconception, confusion around what kind of properties are referred to when we talk about (non)compositionality plays its part as well. The opening overview of the principle of compositionality and related issues is presented in Chapter 2.

The main aim of this thesis is to look into the (non)compositional nature of idioms through the lens of one of the aforementioned counterexamples from syntax, namely the construction of passive structures. My purpose is to examine the varying allowance for passivization that idioms exhibit and argue that it can be eventually accounted for in a fully compositional way.

While a large portion of idioms cannot be passivized and retain their idiomatic interpretations at the same time, it is impossible to ignore the ones that resist this constraint and appear in passive constructions without losing their idiosyncratic meaning. Chapter 3 discusses a problematic proposal that aims to explain the pattern behind the varying passivizability of idioms and what it says about compositionality, Nunberg et al.’s 1994 paper Idioms, possibly one of the most essential and widely-recognized accounts of compositionality and flexibility of idioms. They argue that while non-passivizable idioms are non-compositional since their interpretation cannot be mapped on the individual components, the passivizable, so-called “decomposable” idioms (those whose meaning is “shared among the components of the phrase” instead of being “evenly distributed over the entire phrase” (Nunberg 1994:34)), are compositional. This categorization based on assumed differences in meaning distribution appears to be faulty chiefly because labeling non-passivizible idioms as non-compositional overlooks other types of possible modification—aspect, for instance—which are compositional even in non-passivizible idioms, as McGinnis (2002) points out. Moreover, there is the prospect—which is also the main concern of this thesis—of a unified approach which does not distinguish between compositional and non-compositional idioms but accounts for each of the patterns in a compositional way while simultaneously providing an explanation for the special meaning of idioms and variation in passivizability.

One such approach is provided by the Distributed Morphology framework, drawing this time on the discussion of root identity as presented by Harley (2014). This framework, introduced in Chapter 4, works with the language model that says that everything is compositional and which works with the non-existence of phonological form and semantics before syntactic computation is run and syntactic context established. Using this framework, semantics of idioms can be explained in terms of contextual dependency of meaning, which can be multiple in each item in language. Compositionality and contextual dependency can also help explain the varying passivizability of idioms.

Folli and Harley (2007) argue that passivizable and non-passivizable idioms differ in their requirements regarding the licensing of their idiomatic meaning. Their analysis operates with a transitive little v head whose presence in the context necessary for the special interpretation renders some idioms non-passivizible, as the transitive head is only available in active constructions. Passivizable idioms are assumed to be less demanding as to the presence of this little v in the context in which their special interpretation applies and can therefore appear in passive without losing this interpretation. This proposal is discussed and tested in Stone (2013). She notes that analysis such as the one presented by Folli and Harley suggests a clear distinction between idioms that are either definitely passivizable or definitely non-passivizable but does not account for the fact that native speakers’ intuitions about many idioms are not always clear. This variation, however, is accountable for as it can be assumed that different speakers ascribe different structures to the same idiom.

Passivizability and semantics of three selected idioms is analysed in Chapter 5. Nunberg et al.’s hypothesis is tested and subsequently compared with the DM analysis. While the former hypothesis bases claims about compositionality and passivizability on the distribution of meaning among the individual idiomatic components, DM accounts for all idioms and the varying passivizability compositionally and thus appears to be an elegant, simple, yet plausible explanation of what can be called peculiarities of idioms.

Chapter 6 concludes with a short discussion of the reviewed literature and analyses carried out in Chapter 5, and some final remarks.
1 Theoretical background: Defining and understanding compositionality 
To be able to make judgments about the compositional nature of idiomatic structures through passivization, we first need to understand the notion of compositionality itself. This principle plays a crucial role in the research on idioms and is also the reason behind many points of disagreement about if—or in what ways—idioms contradict the appealing prospect of the otherwise universal property of language. 

In this section I offer a brief introduction into the problematics of compositionality which is necessary for our understanding of the context of research on idioms and which will be further explored through idiom passivization. After a general discussion of compositionality, subsection 2.3 connects the principle to the domain of idioms. The last two sections are concerned with issues posed by widely-spread non-compositional treatment of idioms and possible issues with the very definition of the principle of compositionality.
1.1 The principle of compositionality
In linguistics, the principle of compositionality denotes the property of natural languages that offers an explanation as to why the users are able to interpret most linguistic expressions without major difficulties, relying solely on their knowledge of meanings of the individual components occurring in the unit and of syntactic relations that exist between these components, i.e., the way in which these parts are joined together. As one example of many similar variations of the same idea, we may consider Radford (2009: 331) who defines the principle of compositionality as follows:

 “The interpretation of a sentence is determined by the interpretations of the words occurring in the sentence and the syntactic structure of the sentence.”

It is important that both the semantic and the syntactic element is included in the definition and must be emphasized since a number of multi-word expressions may contain the exact same lexical components and yet be interpreted differently due to a change in the syntactic relationship of components, i.e., when the same phrases fulfill different syntactic functions, as in (1):
(1) a. The trophy hunter killed the lion.


b. The lion killed the trophy hunter.

As the example shows, the NP the trophy hunter, which stands in the subject position in (1a), functions as the DO of the verb kill in (1b), while the lion fills the subject position in (1b) instead of the DO position lower in the hierarchy, as in (1a). It is not only the syntactic functions that change but also the semantic roles of the two NPs. The trophy hunter serves as the Agent in the first sentence while the lion is ascribed the semantic role of the Patient. In the second sentence these semantic roles switch. The example demonstrates that even though both sentences consist of the same set of constituents, their different structural and semantic relations cause a change in the way these sentences are interpreted.
1.2 The significance of compositionality
The fact that language speakers possess the capacity to produce an infinite number of new sentences makes the significance of a universal principle such as compositionality seem obvious. In language, its users encounter novel, never-heard-before sentences every day and compositionality represents an appealing explanation for their ability to process the new input with ease and without increased storage capacity requirements. These requirements would arise should we be forced to remember every new complex expression as an indecomposable unit and store it into our mental lexicons as a whole, into an infinite list of items. Instead of this inevitably unsustainable process, language works by means of applying a fairly low number of syntactic rules to a finite inventory of components according to their morphosyntactic properties (e.g. categorical features) that together contribute to the final output, thus allowing for an efficient analysis of an enormous body of linguistic data.
1.3 Compositionality in relation to idioms

This observation about compositionality inevitably leads to idiomatic expressions. According to the principle of compositionality as defined above, language users are able to interpret any complex lexical unit solely on the basis of their familiarity with syntactic relations and meanings of its components. Yet there exist expressions that are by many considered exceptional and contradictory to this view.

Idiomatic expressions have been frequently treated as a counterexample to compositionality by a number of linguists. It is noteworthy to mention that the terms “idiomatic expression/item/phrase” or “idiom” are generally used as an umbrella term for a vast range of different expressions whose meaning cannot be (at least not fully) understood from literal meanings of their parts. These expressions can be sorted into several more or less closely related categories, a point to which I will return in the following chapter. For now, I will use the terms in question to refer to prototypical examples of phrasal idioms, such as kick the bucket or chew the fat.

Semantically, idiomatic expressions are generally defined as being semantically opaque since they cannot be interpreted on the basis of literal meanings of their components, by which we understand the most frequent, ‘default’ interpretation which the component usually carries in isolation. Consider the examples in (2) which show a pair of sentences containing a VP with the same V head kick. 

(2) a. During the match, the player kicked the ball.

b. During the match, the player kicked the bucket.

While both can be read literally as a combination of the default meanings of their components, yielding the interpretations ‘During the match, the player struck the ball/ the pail (respectively) with his foot’, (2b) can also be read idiomatically as ‘During the match, the player died.’. This idiomatic interpretation is not available if we only employ the usual literal context-independent meanings of the components since no real action of kicking nor any bucket is involved. Following sections show, however, that unavailability of literal meanings does not necessarily stand in the way of compositionality.

From the syntactic point of view, the fact that a number of idioms can be modified (e.g. by tense markers, passivization, internal modification, topicalization, pronominal reference etc.) speaks against the view which treats idioms as having no internal structure and the formerly well-established idea of idioms as ready-made unmodifiable blocks has been largely abandoned in modern research. However, specifics about the source of variation in levels of syntactic flexibility found among idioms remain unclear. Ways in which idioms can be syntactically modified, restrictions on these modifications and the role of compositionality will be discussed in following chapters with the main focus on passivization. 
1.4 Problems with the non-compositional view
In linguistic research, multiple problems arise around the strictly non-compositional view of idioms. The first one is purely conceptual. Were we to accept that some expressions contradict the otherwise universal principle and require special treatment, how would we be able to assess the boundaries in which this special status applies, and how many exceptions to compositionality can be accepted in the first place before the principle collapses and we are left with endless lists of stored MWEs and sentences?

Moreover, regarding the implications typically made by definitions of the principle of compositionality, it seems that more aspects of idioms need to be taken into account in the first place, in order to make more accurate assumptions regarding compositionality. Claims such as Radford’s are perfectly valid in the sense that a speaker with no prior knowledge of the expression is not likely to guess its idiomatic interpretation correctly, especially when encountering the idiom in isolation, without any help from the context. Yet it seems rather insufficient to make claims about compositionality based solely on observations about speaker’s ability to predict the overall meaning, as it overlooks interesting structural properties of these expressions. Stating that a lexical unit is non-compositional without looking beyond its predictability suggests that these expressions are to be stored in the lexicon as ready-made blocks with the meaning ascribed to the whole phrase. Since there exists a significant body of data which shows that phrasal idioms, for instance, can be syntactically flexible in various respects and undergo operations that are perfectly compositional, it is clear that syntax and its relationship to the creation of meaning must be included as a substantial part of the analysis.
1.5 Clarifying the notion of compositionality

For the reasons discussed above, it seems inevitable that the idea behind the concept of compositionality should be clarified in order to describe the observable data and the principle on which we build our conclusions more accurately.

In their discussion of idioms, Nunberg et al. (1994) argue that a number of analyses of idioms tend to confuse distinct properties, namely compositionality, conventionality and transparency. They claim that the dissonance between idiomatic meanings and individual constituent meanings in isolation is not as much of an evidence for non-compositionality as for figurative use of language and its conventionalization by repeated use. They approach compositionality as “the degree to which the phrasal meaning, once known, can be analyzed in terms of the contributions of the idiom parts” (Nunberg et al., 1994: 498), a point to which I will return in my discussion of passive constructions. Meanwhile, the ‘agreement’ of a particular language community to use the chosen expression to convey that particular meaning (whatever the motivation for this choice may be) is, in their view, a subject to a different property called conventionality. Furthermore, conventionality is closely related to yet another category—transparency—which, in their terms, denotes the possibility of recovering a plausible reason for why a particular idiom conveys a particular meaning. In terminology that will be used in the rest of this thesis, ‘transparency’ will denote the literal, non-idiomatic use of lexical components and will be opposed to the term ‘opaqueness’ which denotes the non-literal meaning. To describe the concept to which Nunberg et al. refer to as ‘transparency’, i.e., the logical connection between the idiom and its idiomatic interpretation, I will use the term ‘predictability’.

Nunberg et al.’s paper presents spill the beans as an example of an idiom that has an opaque meaning but which is in spite of that compositional since each of its parts can be seen as contributing to the idiomatic meaning. According to this view, then, spill can be interpreted as ‘divulge’ and the beans’ as ‘the (secret) information’. As a counterexample, Nunberg et al. categorize saw logs as an idiom that is predictable since its metaphorical origin based on the similarity of sound seems to be rather clear. This second expression is, nevertheless, seen as non-decomposable and therefore non-compositional, as its usual interpretation is ‘sleep’ which—unlike to saw—is an intransitive verb that does not select DO. There is therefore a mismatch between the structure of the idiom and the structure of its interpretation. This, according to Nunberg et al., means that the meaning is ascribed to the idiom as a whole, instead of being distributed among components.

While I will object to their claims about compositionality being decided by matching idiom components on their literal counterparts, I agree with the view that transparency and language users’ ability to guess the intended meaning should not be mistaken for compositionality either and that these terms should not be used interchangeably.

This is not to say that compositionality is not concerned with the ‘default’ or ‘literal’ meaning, only that there can be more meanings present all of which can arise compositionally, default meaning being only one of them. Yet it seems that the ‘meaning’ or ‘interpretation’ referred to in definitions of compositionality came to mean only this one most common, ‘context-independent’ (a notion which will be addressed in Chapter 4) meaning, which in turn seems to disregard any other meaning a component may have and which is not in any way less valid only because its contextual requirements may be more specific. It is interesting that phenomena such as homonymy (two items with different semantics that happen to share the same form) and polysemy (one form with more interpretations that are related), for instance, are generally not considered a case of idiomaticity. We may consider examples in (3) where (3a) and (3b) show two possible interpretations of the word nail, while (3c) shows a made-up idiom featuring the same word.
(3) a. Janice broke her nail.



b. Janice hung the frame on the nail.


c. Not knowing how to deal with the situation, Janice bent the nail.
‘Janice broke the rule’
Cases in (3a, b) are both accepted as possible meanings of the word nail. Yet when one considers the idiomatic interpretation of the made-up idiom in (3c) and arrives at the conclusion that it cannot be interpreted on the basis of the default meanings of its components, one cannot help but ask which one of the meanings (3a or b) is being referred to as the default one or whether a component can have more than one default meaning
.

Returning now to the discussion of idioms, it should seem clear by now that unavailability of the aforementioned ‘default’ meaning should not result in approaching idiomatic constituents as empty and meaningless. Nothing in language is inherently superfluous or functionless and a potential multiplicity of meaning or an additional layer of special contextual requirements connected with certain interpretations should be paid attention to as well. 

Moreover, syntactic operations need to be taken fully into account as well since they play a major role not only in providing evidence against the view that treats idiomatic components as empty of meaning. Syntax also figures in the very existence of their meanings, whether default or idiosyncratic ones, as it generates the context necessary for the interpretation, as I will show later.

For now, I suggest viewing compositionality as a mechanism where meaningful components are joined together by means that conform to syntactic rules of the given language, contributing together to the final output. This way both the semantics and syntax of multi-word expressions are acknowledged but without preferences for a particular type of meaning and without implications about the importance of language user’s predictive abilities. The matter of how the components become meaningful will be discussed in Chapter 4 in greater detail in the framework of Distributed Morphology.
Idioms and passivization
This chapter first offers a brief survey of expressions that tend to appear more or less regularly under the ‘idiomatic expression’ label. Several major groups are distinguished and idioms on which the thesis focuses are specified. The rest of the chapter reviews selected proposals accounting for the phenomenon of idiom passivization and its connection to compositionality.
1.6 Defining idioms
As mentioned in Chapter 2, the term ‘idiom’ or ‘idiomatic expression’ is generally used very vaguely, not only in language learning resources but also in academic literature where it covers a vast range of expressions that appear special for a variety of reasons. These often include not only what we would call prototypical idioms, such as kick the bucket or play devil’s advocate but also a range of metaphors, phrasal verbs, collocations, proverbs or sayings. Since there is such a heterogenous variety among the types of conventionalized expressions, a spectrum based on a scale between free combinations with transparent meaning and expressions with fully opaque meaning seems to offer a better descriptive solution than a division into clear-cut categories. 


Nunberg et al. (1994: 492) point out that idioms are usually defined by showing prototypical examples on one side, and “by implicit opposition to related categories” (Nunberg et al., 1994: 492) on the other. Thus, to make our idea of what idiomatic expressions are more clear, I suggest pinpointing main similarities and distinctions between idioms and several major related categories, taking into consideration four criteria—opaqueness/ transparency, use, form and syntactic flexibility. In the next step, I summarize some of the key properties of idioms based on the similarities and differences found in related expressions. 
1.7 Related categories
1.7.1 Proverbs
Unlike idioms, proverbs do not constitute a part of a sentence where they would function as a figurative substitute for a literal phrase with the same meaning. They are instead complete independent sentences carrying a proposition, such as a moral, wisdom or general truth. While they are, similarly to idioms, conventionalized, in terms of interpretation they appear to be rather transparent (possibly even cross-linguistically) since literal meanings of all the components are used and the motivation behind the use of these particular components to express a certain idea is pretty clear. This seems to allow slight variations in wording, as long as the conveyed idea (e.g. a moral) remains retrievable:

(4) a. The early bird gets/catches the worm.


b. Miss/not see the forest for the trees.

The verbs in the examples in (4) are semantically very close in both cases and the other components of the proverbs were not substituted. Similar substitutions would not be possible with most idioms (one counterexample may be hit the hay/ sack). Consider examples in (5):

(5) a. break/*shatter the ice


b. kick the bucket/*pail

Although break and shatter and bucket and pail are also undoubtedly close semantically, break and bucket were not used literally but idiomatically and therefore their idiomatic interpretation could not survive substitution by synonyms of the literal meanings. Despite losing their idiomatic meaning, both examples with substituted components can still be interpreted literally.

Proverbs are typically used in their full form even though instances of proverb constituents being used outside their original contexts are easy to be found. Čermák (2019) discusses components such as ‘early bird’ or ‘silver lining’ that are used taken out and used individually with high frequency. For this reason, they may become less transparent in the isolation than they do when they appear as a part of the whole proverb that provides the information necessary for the message to be clear. This fact, however, does not turn proverb components into idioms since the words still have their literal meanings, even though they are used figuratively as metaphors.  
1.7.2 Collocations
Collocations represent another category of expressions that can be frequently found under the term “idiom”. In general, collocations are defined as “words that co-occur near each other with more than random probability” (Vechtomova, Robertson, and Jones, 2003: 252) and they reflect native speakers’ conventions and combinatory preferences in producing natural-sounding language rather than in figurative use of the language. Although frequent co-occurrence of the lexical items may result in a sense of semantic unity between the components, this is still only the result of their mutual preference for each other. In contrast, the semantic relationship between idiom components is much closer since the special interpretation arises from their mutual co-occurrence.


Interpretation of a message conveyed by a collocation is not as dependent on this co-occurrence as in the case of idioms. While substituting, for example, break in break the ice for shatter, as shown in (5a), would result in shattering also the special interpretation of the idiom, combining rain with the pre-modifier strong instead of heavy results in an unnatural, yet comprehensible expression. 

This means that collocations are generally less rigid in the sense that there is no special context-based interpretation, i.e., default meanings of components are employed and can be used with the same meaning even if they occur with different components. There are a few cases of collocations where a non-literal meaning of one of the components is selected, as in (6):

(6) a. foot the bill 
‘pay the bill’


b. take the stairs
‘use the stairs’

In these examples, ‘foot’ and ‘take’ have a special interpretation in the context of these particular components in the DO position. These can be argued to be closer to the category of idioms, unlike those where all components are interpreted literally or are relatively transparent, as in the examples in (7):
(7) a. fairly common

b. terribly wrong

c. heavy rain

Although the use of heavy in (7c) or the intensifier terribly in (7b) for example, may not be considered literal by everyone, its meaning in the collocation seems transparent, as opposed to, for example, cases in (6). 


According to McKeown and Radev (2000: 509), collocations “fall somewhere along a continuum between free word combinations and idioms”, meaning that there is a certain level of mutual preference between the components, yet it is still a preference and not an obligation, as far as getting the interpretation across successfully is concerned. On another level, it can also mean that collocations range from relatively transparent combinations that use literal senses of their components to those that are partly opaque. Idioms stand on the farther (more opaque) end of this imaginary continuum since a non-literal meaning is attached to more than one component.
1.7.3 Metaphors
Metaphors are very frequently found under the label ‘idiom’. Like idioms, they may appear confusing in that they represent a different, indirect way of referring to something. While idioms do that by employing the non-literal meaning of their components, metaphors—which are believed to be in the origin of some idioms—are based on similarity. Unlike similes that compare two items using the words like or as, metaphors use the similarity to transform one item into another. Examples are given in (8):
(8) a. white blanket
‘snow’


b. black sheep
‘disgrace to a group/ family’


c. open book
‘person easy to read’
The crucial difference is that metaphors use literal meanings of their components. White in white blanket denotes the color and blanket denotes a real blanket. The resulting expressions refers to a fallen snow because of the similarity between the two. As was the case with proverbs, the motivation behind the use of a particular metaphor is based on extra-linguistic reality and can be easily recovered by speakers from a similar background, presumably by speakers of different languages.

Since metaphors are essentially no different from any other language item, except for their figurative use, they come in a variety of categories, syntactic structures and with the same flexibility options.

1.7.4 Phrasal verbs
Phrasal verbs represent a large group of complex verbs, massively used in everyday English. Phrasal verbs incorporate verbs whose meaning is completed by co-occurring components:

(9) a. get out



b. put down


c. break in


d. do away with

These components generally come from the categories of prepositions and adverbs, although the position of complex verbs that incorporate other categories, such as make fun of, in the class of phrasal verbs is frequently discussed. Typically, one or more prepositions, adverbs or a combination of the two categories are employed. 

They are flexible, as they can be modified for tense, aspect or voice and in some cases of transitive phrasal verbs, the DO can be inserted to a position immediately adjacent to the verb, as in (10):

(10) a. turn the light off

b. turn off the light
Meanings (either of all components or at least one component) used in a large number phrasal verbs are opaque. Phrasal verbs can thus be classified as a subcategory of idioms.
1.8 Idioms
Having specified some basic properties of the related categories, the task of defining what idioms are has become slightly easier since it can be—partly, at least—based on the properties they either share with the related groups of expressions just described or those that distinguish them. Some of these defining features of idioms are listed below:
Meaning of more than one idiomatic component is opaque since its non-literal interpretation is used. Unlike metaphors, the motivation behind the use of particular idiomatic expressions for particular meanings is not predictable, although intuitions regarding this problem may differ. Idioms (unlike metaphors) are not based on a comparison and similarity. A few typical idioms are given in (11):
(11) a. play devil’s advocate
‘present a conflicting opinion for the sake of discussion’

b. spill the beans
‘divulge a secret’

c. hit the hay
‘go to sleep’

Comparing the idioms with their idiomatic interpretations shows that these interpretations can by no means be calculated or guessed from the literal meanings of the idiomatic components.


Idioms come in a variety of different syntactic constructions. Idiomatic phrasal verbs that form one sub-group of idioms, as discussed above, are rather uniform in their structure, which usually incorporates a verb and one or more preposition or adverbs. 

Idioms can also come in the form of fully opaque compounds. Compounds are flexible to a certain level. While they cannot be modified internally by inflection (unless they belong to a small group of left-headed compounds), it is possible for the head to be inflected. Opaque compounds, such as red herring, wallflower or red tape consist of components that acquire a special interpretation in this particular syntactic context. For this reason, these compounds can be considered full-fledged idioms.


As in the case of collocations, we can recognize something like a middle area between fully transparent and fully opaque compounds. This area would include compounds whose semantics is partly opaque and partly transparent. Apart from the opaque semantics of one of the constituents, problems due to an ambiguous relationship between stems may also arise. 


In the first case, combinations such as cat fight or cat call come to mind where in both cases the component cat needs to be interpreted as woman, while fights and call retain their literal meaning.


In the second case, the relational ambiguity can be demonstrated on compounds such as those shown in (12):
(12) a. girl talk
‘conversation held between women about topics generally associated with females’ 

b. baby talk
‘manner of speech used by adults when talking to a small child’


c. shop talk
‘conversation concerning one’s work life, held in an informal situation’

Although literal senses of the stems are employed (possibly with the exception of shop which denotes the more general term work), their relation with the head differs across the three examples, as they could be paraphrased as ‘a conversation between girls’, ‘a way of talking to a baby’ and ‘talking about work’.

VO idioms, such as those in (11) represent a large part of the group and it is this type of idiom that is typically presented as a prototypical specimen, yet possible idiomatic constructions are even more diverse. Some examples showing this diversity are shown in (13):
(13) a. by and large

b. kit and caboodle

c. by dint of


d. at sixes and sevens
Idioms do not constitute whole sentences and do not carry a proposition, as it is the case with proverbs.

Although idioms are frequently perceived as unbreakable units, their properties speak against such claims. The apparent unity may result from their conventionality, mutual co-occurrence of their components and the special interpretation created and at the same time conditioned by this co-occurrence.

However, phrasal idioms, for example, have a complex inner structure and allow internal inflection, e.g. a tense marker on the verb. Some of them can further appear in operations such as topicalization or passivization, and in some cases their components can be modified. Some examples of these transformations are given in (14):
(14) a. Rick kick-ed the bucket


b. Those beans even Briana wouldn’t spill 
(Stone 2013)


c. The ice was broken


d. Spill the juicy beans
(Stone 2013)
If idioms were unbreakable blocks with a special interpretation ascribed to them, the internal modification inserted in the structure would not be possible.


In Nunberg et al.’s (1994) take on defining idioms, they offer their own list of properties typically observed in idioms. Among these, apart from conventionality, they list features such as figuration, proverbiality, informality or affect, which they categorize as frequent, yet not always necessarily present. Concerning the varying intuitions about what does and does not qualify as an idiom, they point out that the lower number of these properties we identify in an expression, the less likely we are to call it an idiom. I consider the overview of common idiomatic properties summarized above sufficient to make the subject of the discussion clear. Since this thesis looks at compositionality through the syntactic operation of passivization, which is based on raising the direct object of a verb to the subject position, it will—for obvious reasons—be only concerned with phrasal idioms with the VO construction.
1.9 VO idioms and passivization
English VO idioms represent a large group among idioms and are typically the ones that come to mind first as prototypical examples of the phenomenon. Unlike their uniform VO structure, the syntactic behavior of these idioms differs among individual cases.

While syntactic operations applicable to idioms are limited, the very existence of some of these cases speaks against the views of idioms that treat them as unmodifiable blocks with no internal structure. While passivization, as well as some other syntactic modifications, is not possible with a large portion of idioms, there is a considerable number of cases that allow passive construction—and even a couple of idioms that only appear in passive, such as dice is cast or written on water—while retaining their idiomatic meaning. This section delves into the problem of why this is the case and what it tells us about compositionality of idioms. It explores a selection of proposals that present possible explanations, taking as a starting point Nunberg et al.’s paper Idioms (1994) and proceeding to more recent accounts.

Nunberg et al. (1994) offer an explanation for the source of variation between passivizable and non-passivizable idioms based on meaning distribution and compositionality. They propose that passivizable idioms (called ‘idiomatically combining expressions’ in the paper), such as those in (15), are compositional since the idiomatic meaning they carry can be decomposed and mapped onto their individual components, so that each component contributes a part of the idiosyncratic meaning to the final interpretation. This property, it is argued, also allows for other types of syntactic modifiability, such as internal modification (14d) or topicalization (14b).
(15) a. spill the beans
‘divulge a secret’

b. The beans were spilled
‘the secret was divulged’


c. break the ice
‘relieve tension’ (in a conversation)


d. The ice was broken
‘the tension was relieved’

They argue that despite the non-literal meanings involved, the relation between idiomatic components and components of the interpretation is easy to recognize. Spill in (15a), for example, can be seen as referring to the action of divulging and the beans as referring to the secret information that is being divulged. Although the motivation for the choice of the particular idiom to stand for this meaning is a matter of convention, the component structure (V+DO) is the same in both expressions and can therefore be easily matched onto each other.

Non-passivizable idioms, on the other hand, are seen by Nunberg et al. as non-compositional since this mapping of the components on those in the interpretation is not possible due to a mismatch between the structures (16). The paper argues that the special meaning is ascribed to the whole phrase instead of individual parts and idioms of this type, the so-called ‘idiomatic phrases’, are to be listed as whole units.
(16) a. kick the bucket
‘die’

b. *the bucket was kicked


c. saw logs
‘sleep’


d. *the logs were sawn

Examples in (16) show Nunberg et al.’s idea that while the idioms show a relation between a verb and its object, their interpretations consist of only one component, namely an intransitive verb. While the verbs could be matched together, the object position of the interpretation would remain empty. As a result, they argue, there is a component missing that is required for the passive construction in the interpretation, which in turn causes that the idiomatic phrase itself cannot be passivized.

This analysis is problematic for several reasons. First, by drawing a line between passivizable and non-passivizable idioms on the grounds of compositionality, Nunberg et al. create another division relating to idioms. Not only are idioms already being excluded by assumed non-compositionality from the rest of expressions in language but analyzed as they are in this paper, the category of idioms itself is further divided into compositional (but still different from other expressions since non-literal meanings are used) and non-compositional sub-classes. Since the intention here is to show that not only the variation in passivizability but also the idioms themselves—regardless of their passivizability—can be explained compositionally, the two views are not compatible.

Second, the concept labeled as ‘compositionality’, on which Nunberg et al.’s division is based, does not reflect true essence of what compositionality means. While the authors suggest in the previous section of the paper that opaqueness of meaning should not prevent the expression from being recognized as compositional, a point with which I cannot but agree, deciding compositionality on the basis of whether each idiomatic component corresponds to one component in the interpretation is equally faulty since it wholly dismisses the existence of the inner structure and component meaningfulness of idioms that do not conform to the mapping requirement. 

It could also be argued that the form of the literal interpretation may differ slightly for each speaker. While it is true that ‘die’ is the most frequently accepted interpretation of kick the bucket, ‘lose one’s life’ may represent another possible option. If this was the case, the mapping requirement would be satisfied but kick the bucket would still be non-passivizable.

One result of this misjudgment can be clearly shown, as McGinnis (2002) points out, by focusing on aspectual properties of idioms. In her study, she shows that aspect is compositional even in non-passivizable idioms which provides a solid counterevidence to Nunberg et al.’s claim. She analyzes aspectual systematicity of telic and atelic predicates both in non-idiomatic and idiomatic constructions (as well as in literal counterparts of these idioms) and concludes that aspect is used compositionally and systematically in all cases, with parallels existing between idiomatic and non-idiomatic VPs headed by the same verb.  McGinnis first uses examples in (17) to demonstrate that aspect interacts with the structure of the expression by comparing aspectual consequences of the verb eat in two different constructions.
(17) a. Hermione ate her vitamins {in two seconds flat/ *for five minutes}.

b. Harry ate for a week/ *in a week.

c. Harry ate turkey (sandwiches) for a week/ *in a week.

(McGinnis 2002)

While the telic construction eat + DP in (17a) allows aspectual modification with an in-phrase but not with a for-phrase, the atelic construction eat without a pronounced complement in (17b), or with a bare plural/ mass complement in (17c) can be modified by a for-phrase but not an in-phrase.


Seeing how aspectual properties interact compositionally with structures of non-idiomatic VPs, the next logical step is to look whether aspect behaves in the same way in idiomatic constructions. McGinnis turns to this question in another set of examples, which I again took the liberty of borrowing in (18), using phrasal idioms containing the verb eat.
(18) a. Hermione ate her words {in two seconds flat/ *for five minutes}.

b. Harry ate crow for a week/ *in a week.
Idiomatic VPs in (18) mirror the aspectual properties of their non-idiomatic counterparts in (17a) and (17b, c) respectively. Neither of the idioms in (18) can passivize without losing its idiosyncratic meaning. Moreover, as I show in (19), the same aspectual properties can be found in idiomatic interpretations of the examples in (18). For the sake of uniformity, I use the names used by McGinnis in examples shown above.
(19) a. Hermione admitted her mistake {in two seconds flat/ *for five minutes}.

b. Harry suffered humiliation for a week/ *in a week.
McGinnis’s analysis provides evidence that structural meaning arises by derivation from syntax and does so in a fully compositional manner. As a consequence, aspectual properties can be freely ascribed even to non-passivizable idioms, disputing Nunberg et al.’s proposal to store these idioms as whole units.

Perhaps even a more obvious argument against this proposal is the simple observation that tense marker attaches to the verb in all phrasal idioms. Stone (2013) shows this using kick the bucket, a classic example of an idiom that cannot passivize:
(20) a. kick-ed the bucket


b. *kick the bucket-ed
If non-passivizable idioms were stored as complete units, examples such as the one in (20b) would not be uncommon. 


Once it is settled that the distinction between passivizable and non-passivizable idioms cannot be accounted for by treating some of them as non-compositional, the next step is to examine the possibilities of explaining the phenomenon compositionally. One such approach is suggested in the following chapter, together with the introduction of the Distributed Morphology framework in which the hypothesis will be discussed and which also provides a compositional way of accounting for the semantics of idioms in general, as well as for any other expressions in language with the same universal approach.
2 Compositionality and passivization in the framework of Distributed Morphology
This chapter introduces a framework which claims that everything in language is derived in the syntax, including words, idioms and their special interpretation. Therefore, everything in language is compositional. 

After introducing the framework of Distributed Morphology and related concepts, such as the Y-model and Late Insertion that show how competition-driven meaning and phonology of items are inserted after the syntactic computation is finished, a hypothesis introduced by Folli and Harley (2007) will be discussed. This hypothesis uses Distributed Morphology to explain the varying passivizability of idioms and suggests that the difference between the two categories lies in different structural properties.
2.1 Distributed Morphology
Distributed Morphology is a grammatical framework first introduced by Halle and Marantz in 1990s (Halle and Marantz 1993) and later developed in works of other linguists, most notably in Harley (2014). In its simplest form, the Distributed Morphology model (which I will refer to simply as DM in the rest of the paper) builds on the non-existence of the lexicon, i.e., a stored list of items characterized by their semantics and phonology that are later entered into a syntactic computation to form more complex units.


Instead, what is stored are three individual lists containing roots and grammatical features on one level and phonological and semantic interpretations on another level. It is this distribution of properties among different grammatical levels that gives the name to the framework. Phonology and semantics are inserted into nodes in syntactic structures created by roots merged with other abstract syntactic features, such as category or number. Since phonology and semantics are added post-syntactically, the roots in the structure are distinguished from each other by a numeral address. This way all language items (e.g. words and idioms) are formed by the same compositional syntactic process.
2.1.1 Y-model

The Y-model is a model of grammar which forms a part of Chomsky’s Minimalist Program (Chomsky 1995 et seq.) and DM, as it graphically represents the view that syntax, instead of working with items (such as ‘words’) already characterized by their phonology and semantics, is responsible for merging abstract roots and grammatical features into structures into which these phonological and semantic properties are inserted post-syntactically. That is, structures created by abstract roots and features with no phonological form and no semantics (except for syntactic semantics) are built in the syntax by merge and only then sent for Spell-Out, after which they acquire phonology and interpretation.
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2.1.2 Late Insertion

Late Insertion denotes the aforementioned process of inserting phonological and semantic properties after, rather than before, the syntactic computation is finished. It stands in opposition to Lexicalist approaches that work with pre-syntactic existence of chunks of meaning and phonology. In the following sub-sections I introduce three lists that participate in this process. List 1 contains roots empty of phonological and semantic properties which can merge with grammatical features that only contain semantics necessary for the syntax (but no lexical semantics) also stored in the list. Nodes of the resulting structures are filled in by appropriate phonological and semantic forms after the syntactic computation, e.g. in the late stage of the derivation. Vocabulary Items are inserted in the PF (Phonological Form) branch of the Y-model (List 2), while items of interpretation from The Encyclopedia are inserted in the LF (Logical Form) branch of the Y-model (List 3). More forms and interpretations may be eligible for each node but depending on the level of specificity of each node only the best qualified one will be inserted. Following Harley (2014), I introduce the lists and the mechanisms in more detail below:

2.1.2.1 List 1: Roots and feature bundles

List 1 of DM model stores roots empty of categorical distinction, phonology, semantics and morphosyntactic properties. In addition, it stores syntactic features that can be joined together with a root when they undergo syntactic relations and operations, such as Merge, Agreement and Movement (Harley 2014: 228) before being ascribed their phonological form and interpretation in PF and LF. Together, the items in List 1 are known as formatives.

(21) 
The derivation begins by merging an abstract root with selected feature bundles, e.g., syntactic category, number, person, etc. The resulting syntactic structure is now prepared to be sent off to Spell-Out. This means that the structure built around the root will be ready to access its phonological pronunciation and its interpretation. This process may take place in one or more steps (or ‘phases’, Chomsky 2008) where individual smaller parts of the structure are being sent off to Spell-Out after which they cannot be further modified.
 To distinguish different roots in the structure from one another—since they are not distinguished by their form and interpretation—an index number is used to mark them (21):
(22) √394
Afeatural root √394 can, for example, merge with a feature denoting a category (a categorizer), e.g., a noun, and a number feature, e.g., [pl]. The resulting structure will look something like this:
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2.1.2.2 List 2: Phonological properties, the PF branch

List 2 contains Vocabulary Items, out of which the roots (and the features, if they need to be pronounced) choose one that is most eligible for them in the particular syntactic context that was created in the syntactic derivation. This notion of contextual dependence is important since some roots and features may acquire a different phonological form (and, as I will show, different meaning) when they enter a different environment.


This can be clearly shown by focusing on allomorphy and phonological suppletion. In (22), I show an example from allomorphy. Example (23) shows an example of root suppletion.
(23) PF instructions (List 2)


a. [pl] ↔ /en/ /{n √394, n √xxx}


b. [pl] ↔ /Ø/ /{n √xxx, n √xxx}


c. [pl] ↔ /z/ /{n elsewhere}

The list above shows different ways in which the abstract feature of plural can realize phonologically in English after it has been merged with a nominal root and thus established a syntactic environment. Assuming that the root √394 from (21) that was merged with a categorizer n is pronounced as the noun ox, the plural feature which was also merged with this root will realize as –en in this particular syntactic environment, as indicated in (22). In different syntactic environments (22b, c) the plural feature would have a different phonological form. While the syntactic context in (22a, b) is more highly specified and will only accept highly specified phonological realizations of the plural, the last example, the so-called ‘elsewhere’ or ‘default’, is the least specified option. Where there is a need of a specified form, the elsewhere form is blocked.

A similar case of contextual dependency can be found not only among grammatical features but also among roots. The following example shows suppletion in English comparative good ( better. Depending on the context, the same root is pronounced differently. When the root merges with a categorizer a (for an adjective), it is pronounced as /gƱd/ but when the same root merges with the same categorizer but also with a grammatical feature [comparative], the root is pronounced as /bæt/ in this new context, while the comparative feature is pronounced as /ǝr/.

(24) a. √422 ↔ /gƱd/ / [a]
b. √422 ↔ /bæt/ / [[a] comp]
c. [comp] ↔ /ǝr/
Both examples show the competition between different eligible phonological forms that can realize the terminal node, according to how broadly or narrowly specified they and their syntactic contexts are. Only the form with the highest specification can be inserted, blocking the forms that may have been eligible for the node but that were disadvantaged by their lack of specification. The existence of suppletion also constitutes evidence for the view that roots in List 1 are not characterized by their phonology. If this was the case, /gƱd/ and /bæt/ would have to be considered two separate roots instead of being two phonological representations of the same underlying root, or the comparative of the adjective good would become ‘gooder’.
2.1.2.3 List 3: Interpretative properties, the LF branch

List 3 stores interpretations of structures formed from items in List 1. The process in the LF branch is similar to the one in the PF branch, as discussed above, but deals instead with semantics of the structure. As was the case with phonological forms, the items from the Encyclopedia that eventually realize the terminal node may be dependent on the morphosyntactic context.

Harley (2014: 244) gives an example of the root structure √77 with the phonological form realized as /θrow/. This form acquires different interpretations in different environments. Harley’s example was slightly modified in the way in which it represents the contextual conditions on interpretation.
(25) PF instructions (List 2)
LF instructions (List 3)

√77  ↔ /θrow/

√77   ↔ ‘vomit’/ [[v_]… [p up]]


↔ ‘a light blanket’ / [n_]


↔ ‘throw’ / [v_] {elsewhere}
While the phonological form of the root in (24) remains the same, the semantic information changes according to the syntactic environment into which the root is inserted. This phenomenon is called allosemy and it is a variant of allomorphy discussed in the previous section. Just as there are grammatical features and roots with different phonological realizations, there are also roots with variable, competition-driven semantics dependent on the context in which they appear. This supports the view that roots are not identified by their semantics before the syntactic computation takes place. Another example that shows this very clearly is the case of cranberry morphemes and what Harley 2014 calls ‘caboodle items’. Both of these phenomena deal with items that lack meaning outside of a specific syntactic context, the difference between the two being that cranberry morphemes (25a, b) are bound items that attach to a different component, while caboodle items (25c), named after the expression kit and caboodle, are free objects whose semantics arises when they appear in the syntactic context of a specific item:
(26) a. -ceive (per-ceive, re-ceive, de-ceive, con-ceive)
b. cran- (cran-berry)
c. chit (chit-chat)

Roots pronounced as -ceive, cran- or chit lack meaning (and are therefore not characterized by it) before they are merged with another component that provides the context in which their meaning can arise. 


Chit is, similarly to idiomatic components, a free item that gains semantics inside of a specific context. In the following section, the discussion of context-dependent meaning will continue as it directly relates to the problem of idioms and their semantics. 
2.2 Idioms in DM
In the previous chapters, I have discussed different claims about idioms, most importantly the view that idioms are non-compositional blocks of meaning because they don’t use literal meanings of their components. I have already shown counterevidence to that claim by pointing to inner inflection of idioms. This section explores this topic further and focuses on how the special meaning arises in idioms in the first place and what it says about compositionality, following DM framework.


The previous section has shown how a root can be interpreted differently in different syntactic environments. If throw can mean ‘vomit’ in one context and ‘a light blanket’ in another one, it is easy to imagine how the same thing could be applied to idioms.


The first important thing to bear in mind is that phrasal idioms that are dealt with here contain more than one root, therefore the process of meaning acquisition will work with bigger structures than in cases with only one root dependent on its syntactic surroundings. Here, the context for acquiring the special interpretation must be extended to include the other root. Therefore, the idiomatic meaning arises by each of the roots being interpreted in the context of the other root. This shows that there is no difference between the so-called ‘literal’ and ‘special’ meaning, only in the specificity of the surrounding syntactic context.
(27) PF instructions (List 2)
LF instructions (List 3)

√111  ↔ /kɪk/                                   √111   ↔ ‘lose’ /  [[v_]…[n √666 ]]






              ↔ ‘strike with the foot’/ [v_]

√666  ↔ /bʌkɪt/                               √666   ↔ ‘life’ / [[v √111]…[n_]]








   / [[n_] [n list]]

                                                               ↔ ‘pail’ / [n_]
Example in (26) shows how different meanings of kick and bucket are conditioned by their syntactic context. When kick appears in the context of a verbal categorizer, it is interpreted as ‘strike with the food’. Similarly, if bucket appears in the context of the nominal categorizer, it is interpreted as ‘pail’. However, when the interpretative context of kick (or, more precisely, of √111) is extended to include the nominal root √666, it will be interpreted as ‘lose’. The root √666 will be ascribed the meaning ‘life’ if it is in the context of √111. Interestingly, there is another context in which the root will be interpreted as ‘life’ and that is in the compound bucket list.
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Meanings of idioms can be explained in the same way as meanings of any other language units, including words. The difference lies in the specifics of the interpretative context.

The tree diagram above shows how each root and feature in the computation acquires its phonological form and semantics in a fully compositional manner. Root √666 first merges with a categorizer and becomes a noun. In the next step, the noun is merged with a determiner. Meanwhile, root √111 was merged with a categorizing feature of its own and became a verb. This verb subsequently merges with the DP and thus becomes a part of its context, while the DP enters the syntactic context of the VP. With the contextual conditions fulfilled, the VP is interpreted as ‘lose’, while the noun in the DP is interpreted as ‘life’.

2.3 Passivization in DM
Syntactic structures are created by merging heads (such as roots or features) with their complements. In DM, these structures are empty of pronunciation and semantics which they acquire only after being sent off to Spell-Out. An example of such a structure is given in (27). 

Before delving into the theme of passivization in DM, it is necessary to explain the concept of little v. As was described and shown in (27), roots can merge with a categorizer head, a feature that ascribes the category to the whole phrase. A root becomes a verb when it merges with a v categorizer, which can also be called ‘little v’. This thesis deals with phrasal idioms, that is, with transitive verbs and their internal argument. At this point, it is important to say that there are multiple types of little v categorizing heads, among them vDO and vPASS.
 While the former turns the root into a transitive verb which means a verb that selects two arguments, the latter is present in passive constructions and selects only one argument since passives have an external argument but not an internal one. Below in (28) is an example of an active VP that employs the vDO head.

A passive is a syntactic structure derived by raising the direct object of a transitive verb to the subject position. Internal argument becomes an external argument during this operation. Since passive constructions differ from active VO constructions in the type of the verb categorizer, instead of a root merging with a transitive verb categorizer vDO that takes two DP arguments, the root merges with a different head, namely vPASS verb categorizer that only takes one DP argument. This merged argument is the Subject that was raised to its position from inside of the vP, from the internal argument position. Subject is not a part of the vP.
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The diagram in (28)(29) shows the vDO head in a structure that will be pronounced as ‘Frodo carries the ring’ after Spell-Out. Two DP arguments (external + internal) are selected by the verb. In , the diagram shows the vPASS head employed in the same sentence. Only one DP argument is selected. The internal argument the ring is raised to the subject position.


The diagrams show an important fact, namely that the little v head is a compositional part of the syntactic structure and the context of the root. This will play an important role in the discussion of passivizable and non-passivizable idioms.
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2.4 Idiom passivization in DM
In the last section of this chapter, idioms and passivizability as viewed in DM will be considered in relation to each other. According to Folli and Harley (2007), special interpretations of phrasal idioms require little v heads to govern them, i.e., to be a part of the interpretative domain. This is the case for both passivizable and non-passivizable idioms. The difference, as it shows, is the type of the little v head that each of the classes requires. 

Folli and Harley argue that structures that cannot passivize put more restrictions on the type of the little v head under which the special interpretation can exist. In this case, it is the vDO head which makes a verb transitive. While this restriction makes the special interpretation accessible in the active construction, it poses a problem for the same meaning to exist in the passive. Passive constructions require their own little vPASS head and the vDO head that makes the special meaning available in the active cannot exist in the passive. In other words, structural requirements for the special interpretation of some idioms and structural requirements of passive constructions are mutually exclusive and thus the idiomatic interpretation cannot exist in the passive, even though the phrase can passivize with its ‘elsewhere’ meaning.

Kick the bucket is a classic example of a non-passivizable idiom. Following the presented hypothesis, its special interpretation ‘die’ or ‘lose one’s life’ needs a little vDO head in its syntactic context in order to be available in the active. In the passive, only vPASS categorizer can exist and therefore this construction cannot accommodate the vDO necessary for the idiomatic meaning. The bucket was kicked, therefore, can only exist in the passive with its ‘elsewhere’ meaning but not with the idiomatic one. Diagrams in (31) and (32) show this idiom in the active and in the passive. Diagrams are simplified because the focus is on the mismatch between the v heads in the two structures. In (32), the internal DP argument raises to the T level of the structure, as shown in (29) in the general discussion of passive constructions.

Therefore, the Encyclopedia entry in (26) that shows contextual requirements for the idiomatic meaning of kick the bucket has to be modified to include the vDO head in the conditions under which this meaning can exist.
(28) PF instructions (List 2)
LF instructions (List 3)

√111  ↔ /kɪk/                                 √111   ↔ ‘lose’ /  [[vDO _]…[n √666 ]]






             







               ↔ ‘strike with the foot’/ [v_]

√666  ↔ /bʌkɪt/                               √666   ↔ ‘life’ / [[vDO √111]…[n_]]








   / [[n_] [n list]]

                                                               ↔ ‘pail’ / [n_]

(29) Clause containing a non-passivizable idiom in the active voice
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(30) Kick the bucket in the passive voice 

   #the bucket was kicked (Intended: ‘The life was lost’)
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Passivizable idioms, such as spill the beans, turn the tables or break the ice, on the other hand, do not include the vDO head in their interpretative context. Folli and Harley argue that the idiomatic interpretation of these idioms can function under any little v head because the existence of this interpretation is not conditioned by the specific vDO head. The head is still present in the active structure but the Encyclopedia entry for the idiomatic meaning does not include it in the necessary context. These idioms are therefore free to enter a passive construction headed by the vPASS and exist under it while retaining their idiomatic meaning.


The principal distinction between passivizable and non-passivizable idioms, then, is the structural context necessary for the existence of the idiomatic interpretation. While in the case of non-passivizable idioms it includes the little vDO head which is missing in passive constructions, passivizable idioms do not include this head in the context licensing their idiosyncratic meaning.

Stone (2013) tests a prediction of Folli and Harley’s hypothesis about passivizable and non-passivizable idioms, specifically that their distinct properties should show in how clearly native speakers classify the idioms when they encounter their passive constructions. While the hypothesis presents a well-grounded solution for the problem of varying passivizability, it also makes a clear-cut syntactic distinction between passivizable and non-passivizable group. In reality, however, speakers frequently disagree with each other about which idioms fall into which category and even opinions of individuals often come with hesitation. Although Stone’s test (online reading task) did not confirm the prediction, Stone argues that the methodology used may not have been suitable for this particular question, as she obtained mixed results even for clearly passivizable and clearly non-passivizable idioms, such as kick the bucket or spill the beans. All the same, the disagreement among speakers does not disprove the structural distinction hypothesis. It can be explained by assuming that some speakers ascribe one syntactic structure to the idiom in question, while others treat the same idiom as if it was built on the second structure, i.e., the Encyclopedia entries for the same idiom differ for different speakers.
, 


The next chapter tests Nunberg et al.’s hypothesis alongside the observations from DM on three selected idioms.

3 Analysis of selected idioms

In this chapter, I analyze three idioms and their passive constructions, using the analyses discussed in previous chapters. In an attempt to bring a breath of fresh air, I have chosen more recently emerged idioms instead of the classic examples that have usually been in the center of attention of academics dealing with this issue. First, properties of the selected idioms, such as their interpretation and passivizability, will be discussed. In the next step, I will analyze each idiom first drawing on Nunberg et al.’s 1994 account and subsequently in the framework of DM.
3.1 Not give a fuck

The first idiom, used chiefly in the social media environment and in colloquial speech, is the VO phrase not give a fuck, which is used as a harsh way of saying “not have interest (in something)”. Examples of how this idiom can be used are given in (33):
(31) a. They don’t give a fuck about politics.

b. He treats you like he doesn’t give a fuck.

c. The Subtle Art of Not Giving a F*ck (a book by Mark Manson)
It is noteworthy to mention that there are several variations on this idiom in use, where the internal argument a fuck is substituted by a different DP. The important thing here is that this DP is also a curse or swear word. The most common variations of not give a fuck are given in (34):
(32) a. not give a shit


b. not give a damn

Even though the idiom can be used without negation (as in, e.g., a quote by Mark Manson (2019): “And if you go around giving a fuck about everything and everyone without conscious thought or choice – well, then you’re going to get fucked.”), it is used overwhelmingly to express and emphasize the lack of interest rather and therefore it will be discussed here in its negated form.

Concerning the idiom’s flexibility, more than one example can be presented to demonstrate the variety of structural modification this idiom can participate in. Examples in (35) show not only the most basic property of being able to inflect for past tense (35a) that all phrasal idioms share, but also the possibility of being internally modified by an adjective (35b) and, most importantly (considering the object of this thesis), the ability to exist in a passive construction, of which there are many attested examples, without loss of the special interpretation (35c, d).
(33) a.  He told them how he feels about it but they didn’t give a fuck.

b.  I don’t give a flying fuck.

c.  zero fucks given


d.  not a single fuck was given that day
The following two sections discuss compositionality of this idiom through the two accounts of idiom passivizability presented in previous chapters.
3.1.1 Matching structures
Were we to follow Nunberg et al.’s mapping hypothesis and based the observations on the assumption that not give a fuck is interpreted as a VO phrase “not have an interest”, the prediction that the idiom is passivizable and therefore “compositional” because the VO structure of the interpretation matches the VO structure of the idiom would be fulfilled.

According to the hypothesis, not give could be seen as a figurative counterpart of ‘not have’, while fuck would stand in for the word ‘interest’. With this relationship in mind, one could observe that the verb and the object carry their idiomatic meaning with them when moved about even in a non-passive structure where they are no longer immediately adjacent to each other. Examples in (36) show situations in which the idiomatic components are used freely and separately from each other (in (36b) the negated word give (‘not have’) is not even present) and yet the idiomatic reading is still available. 
(34) a.  level of fucks I aspire not to give

b.  “Behold the field in which I grow my fucks. Lay thine eyes upon it and see that it is barren.”

This example would comply with Nunberg et al.’s view that it is the decomposable idioms that appear in a variety of syntactic constructions (passive included) because even if not semantically transparent, each component appears to be a figurative substitute for a specific component in the interpretation and the idiom can thus be called ‘compositional’. 

As discussed in Chapter 3, however, using factors such as structure mapping to decide compositionality and explain passivizability is not only unreliable but plain wrong since even non-passivizable idioms can be inflected for tense and aspect compositionally or their parts can be modified, e.g. by an attribute. Moreover, the literal interpretation of an idiom may be paraphrased in more ways than one by different speakers, as could be expected. Not give a fuck, for example, may be interpreted as a VO phrase ‘not have an interest’, as I suggested here for the sake of structure mapping analysis, but also (and perhaps more likely) as ‘not care’. Both are valid but since ‘not care’ is not a VO phrase, structural matching would fail even in this case. The idiom, however, would still be compositional and passivizable in spite of the mismatch. The form of the paraphrase, therefore, does not appear as a reliable parameter on which claims about compositionality and passivizability should be based.
3.1.2 DM
A more reliable and fully compositional analysis of the idiom can be performed in the DM framework. In the first step, the meaning of the phrase and conditions on the existence of different meanings will be described. In the following step, this description will be extended by observations about idiom’s passivizability. 

Even though this first idiom is generally used in the negated form, it can be used both ways and the negation does not form a part of the context necessary for the idiomatic interpretation, therefore only give a fuck will be discussed. As discussed above, interpretation of idioms can be paraphrased in different ways that are all valid, here a VO interpretation ‘have an interest’ will be used for easier representation of meaning acquisition. The important thing is that the idiom is still passivizable and compositional regardless of the way in which it is interpreted.

(35) PF instructions (List 2)
LF instructions (List 3)

√456  ↔ /gɪv/                                   √456   ↔ ‘have’ /  [[v_]…[n √78 ]]






              ↔ ‘transfer something to

someone’/ [v_]

√78  ↔ /fʌk/                                   √78   ↔ ‘interest’ / [[v √456]…[n_]]

                                                             
↔ ‘have sex’ / [v_]


↔ ‘an act of having sex’ / [n_]



↔ ‘ruin’ / [v_]
Give acquires the meaning ‘have’ in case it is merged with a verbal categorizer and the root √78 with a nominal categorizer appears in its syntactic context. Outside of this context, give can have a wide variety of meanings, as it appears in many idiomatic expressions, such as give up, give in, giveaway, etc.). These meanings are not listed here since there are too many and they are not relevant to the problem discussed here. What is listed apart from the idiomatic meaning in not give a fuck is its ‘elsewhere’ meaning ‘transfer something to someone’.

Fuck can be interpreted as ‘interest’ if it is merged with a nominal categorizer and found in the context of the root √456. Some of other interpretations of fuck are also listed, ‘have sex’ being the ‘elsewhere’ interpretation. More interpretations can be found, as fuck can be considered a general expletive.

Root √78 is first merged with a categorizer and becomes a noun. Subsequently, an indefinite article is merged to the noun. This DP phrase then merges with the root √456 whose category was set by a verbal categorizer. The context is now established in which the special interpretation can exist. As discussed in the previous chapter, however, different types of verbal categorizers can be merged with roots and depending on whether this v head is needed in the context that licenses the idiomatic interpretation, the idioms are either passivizable or non-passivizable. As shown in (35), not give a fuck is a passivizable idiom. This means that in the active, the vDO head which makes verbs transitive is not included in the licensing context. The idiom can thus freely appear in the passive under the vPASS head without losing its idiomatic interpretation. 
3.2 Lose one’s shit
The second idiom that will be analyzed is lose one’s shit. While this expression also contains an expletive, in this case it cannot be substituted by a different curse word (e.g. *lose one’s fuck, *lose one’s damn). The idiom is used as a harsh way of saying ‘lose one’s mind’ or ‘freak out’. Examples are given in (38):
(36) a. If you don’t stop, I’m going to lose my shit!

b. She is this close to losing her shit.

c. How to Stop Losing Your Sh*t with Your Kids (a book by Carla Naumburg)


d. He almost lost his shit when he caught her stealing.
The idiom is partially flexible, as it can be inflected for tense and aspect, as shown in examples in (38). Unlike the previous idiom, however, this one rarely appears in the passive construction without losing its special interpretation:
(37) *His shit was lost when he saw the results.
 
      Intended: ‘He freaked out when he saw the results’
The example in (39) was consulted with several native speakers of English who considered it unacceptable. A simple Google search showed cases where the form ‘(possessive determiner) shit was lost’ was used but in these cases, it was not the idiomatic interpretation but the ‘elsewhere’ or a different meaning that was employed. Examples are given in (40):
(38) a. My computer died and all my shit was lost.

b. His shit was lost during transport but luckily he found it again.
In these cases, shit is interpreted as ‘stuff’ and lost is used in its ‘elsewhere’ form. A small number of examples of using this idiom in the passive was found but, interestingly, overwhelmingly without the possessive determiner, as in (41):
(39) a. He told me how much collective shit was lost when the band came on stage.

b. Shit was lost on a worldwide scale.
A question arises, whether the examples in (41) belong to the same idiom at all. Since, however, cases such as those in (41) or any cases where the full version of the idiom would be used in the passive are so scarce, I will treat the idiom as non-passivizable. After all, even if the idiom turned out to be passivizable, the analysis in DM would not have to change and the idiom would only be ascribed the other structure, in which the vDO head is not a part of the Encyclopedia entry.
3.2.1 Matching structures

Nunberg et al.’s hypothesis labels non-passivizable idioms, such as lose one’s shit, as non-compositional arguing that their components (V + internal argument) cannot be convincingly seen as figurative counterparts of the components that form the interpretation, due to the mismatch in structure. As in the case of not give a fuck, validity of this hypothesis relies too heavily on the form of the interpretation. While lose one’s shit can be interpreted as, e.g., ‘freak out’, and thus fulfill the structural mismatch condition of Nunberg’s ‘non-compositional’ non-passivizable idioms, other interpretations, such as ‘lose one’s mind’ or ‘lose one’s composure’ contradict it. The consequence of this lack of uniformity and agreement regarding the form of interpretation would be that idioms would be compositional for some speakers and non-compositional for others. Any systematic connection to passivizability would also be lost.
3.2.2 DM
DM which works with the model of language that says everything is compositional bases the claims about idioms on contextual dependency. The example in (42) shows how lose and shit acquire their semantics in the context, using the interpretation ‘stop controlling one’s composure’ to demonstrate that all the components are meaningful. 
(40) PF instructions (List 2)
LF instructions (List 3)

√349 ↔ /luz/                           √349   ↔ ‘stop controlling’ / [[v_]…[n√28]]

                                                       ↔ ‘stop possessing’ / [v_]

√28  ↔ /ʃɪt/                            √28   ↔ ‘composure’ / [[v √349]…[n_]]

                                                     ↔ ‘excrement’ / [n_]

While lose undergoes a slight change in meaning in the context of the root √28, shit acquires its meaning ‘composure’ or ‘mind’ when first merged with a nominal categorizer, determiner and subsequently with the verbalized root √349. Similarly to fuck, shit is used as an exclamation to express annoyance and gets more different interpretations when used, e.g., in no shit!, to shit, shit-faced etc. The ‘elsewhere’ interpretation available when the root merges with the nominal categorizer is ‘excrement’.


Considering the passivization, a minor but important change needs to be made in the Encyclopedia entry in (43):
(41) PF instructions (List 2)
LF instructions (List 3)

√349  ↔ /luz/                        √349 ↔ ‘stop controlling’ / [[vDO_]…[n√28]]

                                                   ↔ ‘stop possessing’ / [v_]


√28  ↔ /ʃɪt/                           √28   ↔ ‘composure’ / [[vDO √349]…[n_]]

                                                    ↔ ‘excrement’ / [n_]

The idiom is non-passivizable because the idiomatic meaning ‘lose one’s composure/ mind’ or ‘freak out’ is only available if the vDO head is present in the context. That is, if the root √349 merges with a transitive little v. Since the vDO head cannot exist in the passive, where the vPASS head is required, the idiomatic interpretation fails in the passive construction. This fact needs to be present in the Encyclopedia entry. Therefore, v in the interpretative environment of the root √28 needs to be specified as vDO.
3.3 Jump the shark 
The last idiom that will be analyzed here is jump the shark. Originally used to refer to TV shows, it generally describes a moment where an irretrievable decline of a formerly popular thing started.
 Examples are given in (44):
(42) a. That series jumped the shark a long time ago.

b. The governor was accused of jumping the shark during his re-election campaign by joining in with the cheerleading squad at his former high school’s football game.

Jump the shark can, as other phrasal idioms, appear in past tense and in an 

–ing form, i.e., it can take internal inflection. Jump the shark also sounds natural and acceptable in passive voice and, similarly to not give a fuck, there are many attested examples of this use. An example is given in (45):
(43) a. The Office has been going downhill for a while and now they replaced Steve Carell with Will Ferrell. The shark was jumped.
   b. The shark was jumped before it even started.
3.3.1 Matching structures

Since jump the shark appears in the passive voice, Nunberg et al. would categorize it in their paper as ‘compositional’. Following their approach, this would have to be conditioned by a VO interpretation that would serve as a literal counterpart of the figurative VO jump the shark. One such interpretation can be ‘cross the line’, in which ‘cross’ is figuratively expressed by jump and ‘the line’ by the shark. Even though this seems in line with Nunberg’s predictions, it is not a strong evidence for compositionality. If the interpretation was paraphrased differently, the idiom would still be passivizable and evidence for compositionality would still exist. 
3.3.2 DM

The analysis here will be very similar to that of not give a fuck in 5.1, as jump the shark is also a passivizable idiom. Below is an Encyclopedia entry listing the possible interpretations of the idiomatic components and context in which these interpretations can exist. The interpretation ‘cross the line’ is used to show that both components acquire semantics.
(44) PF instructions (List 2)
LF instructions (List 3)

√212 ↔ /dʒʌmp/                                √212   ↔ ‘cross’ / [[v_]…[n √10 ]]







     ↔ ‘push oneself off the 

ground’ / [v_]


√10 ↔ /ʃark/                                     √10   ↔ ‘line’ / [[v √212]…[n_]]


   ↔ ‘a type of fish’ / [n_]

Unlike lose one’s shit, jump the shark is passivizable. That means that it does not require the presence of a vDO head in its context of interpretation. The vDO head is not included in the Encyclopedia entry for this idiom and that can therefore appear in the passive under the vPASS head. The idiomatic interpretation will survive the syntactic operation and stay preserved in the passive construction.
3.4 Summary

As indicated in Chapter 3 and now tested on specific examples, Nunberg et al.’s hypothesis appears to be highly unreliable. While it is true that the structural matching often works for passivizable idioms, it shows that it can work for non-passivizable idioms too. Interpretation of the non-passivizable idiom kick the bucket can be paraphrased as ‘lose one’s life’
 but the idiom will remain non-passivizable. Therefore, structural matching is not a reliable indicator of passivizability. Moreover, since both passivizable and non-passivizable idioms can be used in a past tense or an –ing form, compositionality cannot be decided by it either.

Claiming that an interpretation of an idiom paraphrased in a certain way connects (non)passivizability to (non)compositionality is problematic since it suggests that one idiom can be considered both compositional and non-compositional, depending on how different speakers formulate the interpretation. Since Nunberg et al. present compositionality and passivizability as properties dependent on each other, the possibility of one idiom being both compositional and non-compositional breaks this connection to passivizability.

DM, on the other hand, provides a compositional way of accounting for both passivizable and non-passivizable idioms and treating them as any other item in language. The view that everything in language is compositional is first confirmed by simply inflecting the idiom for past tense. This undeniably shows the internal structure of the VO idiom. Further evidence is provided by DM in showing how the internal structure of the idiom is composed (e.g. (27)) and how each of these components acquires semantics after Spell-Out. Since each of the components may have more than one interpretation, syntactic contexts in which each of these interpretations can exist, in provided by the Encyclopedia entries. These entries also provide information about passivizability of the idiom by either including or omitting the vDO head. If included, this head is necessary for the existence of a particular interpretation in the active and the idiom therefore cannot passivize because passive constructions require a different little v head. If omitted, the vDO head is not important for the particular interpretation which can therefore exist in the context of any little v head, including vPASS. Those idioms are passivizable.
4 Summary, discussion and final remarks
I have shown that while idioms are often used as a counterexample to the principle of compositionality, the syntactic properties which they exhibit, such as the possibility of systematic use of tense markers, are in fact in accordance with the principle and speak against the claim that idioms have no internal structure.

The same piece of evidence was also used in the discussion of the problem of why certain idioms passivize while others do not. Nunberg et al.’s 1994 proposal that this distinction is created by different distribution of idiomatic meaning among the components, which renders non-passivizable idioms non-compositional and passivizable idioms compositional, was discussed. The claim was disputed in the next step, not only because aspectual properties are compositional even in the so-called ‘non-compositional’ idioms but also because basing assumptions about compositionality, as well as explanations for passivizability, on a specific paraphrase of the idiomatic interpretation which will necessarily differ for different speakers is highly unreliable. This was shown on examples in the analysis of selected idioms where Nunberg et al.’s hypothesis was contrasted with the approach offered by the framework of Distributed Morphology. 

The DM framework offers a fully compositional way of accounting both for semantics and varying passivizability of idioms, which was the goal I pursued in this thesis. Regarding semantics, I showed that the meaning of idioms arises by interpreting roots in the syntactic context of other roots. This way, idiomatic meaning can be understood in the same way as the so-called ‘literal’ meaning, here called the ‘elsewhere’ meaning, which differs from the idiomatic meaning only in that it can exist in much less restricted (or, specific) syntactic environment. The specificity of the context by which the idiomatic meaning is conditioned is the reason why such meaning is not as widespread and can be called ‘non-compositional’ by some. This also means that apart from the specificity of their interpretative context, idioms are not too different from any other item in language.

Furthermore, contextual conditions on root interpretation also explained the discussed variable passivizability of idioms. The hypothesis that the difference between passivizable and non-passivizable idioms lies in their syntactic structure, suggested by Folli and Harley (2007), focuses on the little v, i.e., the verbal categorizer. According to the proposal, non-passivizable idioms require a transitive v head to license their idiomatic interpretation. Since a different type of the little v is required in passive constructions, these idioms lose their idiomatic interpretation in the passive. Passivizable idioms, on the other hand, do not include the transitive little v in their contextual conditions and can therefore exist in the passive with their special meaning. Using this analysis, both passivizable and non-passivizable idioms were shown to be compositional since the v head is merged compositionally with the root. 

The existence of these two compositional structures can explain the variation that occurs among speakers, who frequently disagree about whether a particular idiom can passivize or not. The assumption is that some speakers ascribe to the idiom the Encyclopedia entry containing the v head, while others the second one without the v head. An interesting question to address arises with the fact that variation can sometimes appear even with an individual speaker in the situation where they hesitate while categorizing an idiom as (non)passivizable. It can be assumed that the speaker switches between the two structures but a more detailed account would be desirable.

Furthermore, despite the fact that DM relies on the post-syntactic pronunciation and interpretation of each of the components compositionally merged together in a structure, there seem to be cases where a component does not get interpreted.  One such example may be expletives. Expletives it and there function as Subjects of a clause so they can be said to have syntactic meaning but are not interpreted semantically. More discussion on the role of determiners in phrasal idioms, their interpretation and their role in the interpretation of roots would also be a welcomed addition to the compositional analysis of idioms.
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� More on this topic can be found, e.g., in Marantz (2013).


� An interesting discussion concerning phases is directly connected to idioms. In addressing the issue of Locality, i.e., the problem of how far can the idiomatic meaning stretch or, in other words, what the scope of special meaning is, phases are assumed to be the borderlines that divide the part of the structure with idiomatic meaning from the part without it. Since the idiomatic interpretation of phrasal idioms is tied to the meaning of its verb and the internal argument in the context but apparently there are no cases where an Agentive external argument would also be a part of the idiom, it is assumed that the v head is the phase in which the idiomatic meaning exists. The chunk of the structure that is governed by the v head is sent off to Spell-Out and acquires its idiomatic meaning. External arguments, which are higher in the structure, do not acquire such meaning. While passives may seem as a counterexample to this hypothesis, the external argument that is raised from inside the vP has, in fact, already acquired its idiomatic meaning in the v phase before it was raised (see e.g. Marantz 1997, Harley and Stone 2014).


� This representation of Encyclopedia entries follows Harley 2014 in that it does not state the context by which the pronunciation on the PF branch is conditioned. Roots and features acquire pronunciation depending on in which environment they appears, as shown, e.g.,  in � REF _Ref57394570 \r \h � \* MERGEFORMAT �(24)� in the example of allomorphy. Since the focus of this thesis is on the conditioning of interpretation of idioms, rather than their pronunciation, the contextual conditions on the PF side of the entry are omitted.


� A question arises here about semantics of determiners in phrasal idioms. I show in this thesis that grammatical features, such as little v, do not acquire idiomatic interpretation themselves but can play an important role in the idiomatic interpretation of roots by being a part of the context in which this interpretation can exist. In kick the bucket, for example, the determiner does not seem to have idiomatic meaning itself, yet it is important for the overall interpretation of the idiom, as *kick a bucket or *kick her bucket are not acceptable forms of this idiom. In this particular case, the determiner the can be interpreted in the relation to the interpretation of the idiom as a marker of possession of the life that has been lost.


� According to a different view, categorizer v is separate from so-called Voice heads. The principle is similar but Voice heads extend the structure by another level. The root first merges with a verbal categorizer v and later a Voice head (such as VoiceTRANS or VoicePASS) is merged to the structure to specify the kind of the verbal construction (see e.g. Punske and Stone 2014).


� Variety can also appear in an individual speaker when they hesitate with labeling an idiom as either passivizable or non-passivizable. It can be argued that even in this case the speaker only hesitates between the two structures described above, a detailed account of why this is the case is not, however, in the scope of this thesis.


� Stone 2015 provides further evidence for the structural distinction hypothesis. In her corpus-based research she showed a pattern in the flexibility of idioms, according to which idioms that can appear in gerundization can also incorporate objects and these can further appear in passive constructions. She gives an example of the idiom draw the line: a drawing of the line (by NP) ( line-drawing ( the line was drawn, as opposed to, e.g., a kicking of the bucket ( bucket-kicking ( the bucket was kicked. Stone argues that these operations are related because they work with the structure of a verb and its arguments, while other operations, such as internal modification or quantification do not.


� Wikipedia offers an interesting and more elaborate interpretation which could certainly be used in some situations but does not correspond the way in which the idiom is usually used: “the moment of a misguided attempt at generating new publicity for something once, but no longer widely popular” (https://en.wikipedia.org/wiki/Jumping_the_shark)


� The example is borrowed from https://idioms.thefreedictionary.com/jump+the+shark


� This interpretation also shares some interesting aspectual properties with the idiom, as both of them are telic, one-time events, while the interpretation ‘die’ can be atelic and stretch for a longer period of time, as in He was dying for weeks. *He was kicking the bucket for weeks, however, is not an acceptable use of the idiom (McGinnis 2002, citing Marantz 1997).
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